
HACHETTE EDITORIAL MÉXICO, S.A. DE C.V., 2025 1

PENSAMIENTO FILOSÓFICO Y HUMANIDADES 2

Posturas sobre el riesgo existencial de la ia

El rápido desarrollo de la inteligencia artificial ha generado debates sobre si estos sistemas pu- 
diesen representar riesgos que afecten de manera profunda a la humanidad. Una postura se co- 
noce como alarmista, y considera que incluso si las probabilidades son muy bajas, deben tomarse en 
serio, pues están en juego consecuencias de gran magnitud, como la pérdida de control sobre siste-
mas autónomos. Esta posición no pretende afirmar que el desastre sea inminente, sino que subraya 
la importancia de prevenir escenarios peligrosos antes de que sea demasiado tarde.

En el extremo opuesto se encuentra la postura escéptica. Quienes la sostienen argumentan que  
muchas predicciones sobre riesgos existenciales se basan en hipótesis aún no demostradas, y  
que centrar la atención en ellas puede desviar recursos y energía de problemas más urgentes, como 
la desigualdad tecnológica, el sesgo algorítmico o la explotación de datos personales.

El reto ético y tecnológico de la ia se refleja en su uso para realizar fraudes, lo cual aumentó exponencialmente entre  
2022 y 2023.

Fuente: Bower Group Asia. (2025. 14 de marzo. AI Regulations: Global Trends, Challenges and Approaches.  
https://bowergroupasia.com/ai-regulations-global-trends-challenges-and-approaches/ 
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Postura Tesis

Alarmista Incluso con probabilidades muy bajas, un riesgo existencial debe ser considerado debido a su gravedad.

Moderada
Incrementamos la investigación sobre la seguridad de la ia y su vigilancia, para que corresponda con los 
valores humanos, sin alarmismo.

Escéptica
La postura alarmista hace especulaciones sobre posibilidades inciertas. Distrae de problemas más 
urgentes.

Una postura intermedia, la postura moderada, propone abordar el tema con cautela, pero sin exage-
raciones. Esta posición enfatiza que la investigación sobre seguridad, supervisión y diseño respon-
sable debe continuar, pero sin caer en escenarios especulativos que dificulten el diálogo público. El  
objetivo es desarrollar sistemas que estén alineados con valores humanos y que incorporen meca-
nismos claros de control y responsabilidad.


